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Abstract—Laser scanning has been widely used in the indus-
trial manufacturing, especially in reverse engineering, quality
control and surface defect detection. Achieving automatic scan-
ning can succeed in reducing production costs and increasing
production efficiency. This paper proposes an automatic intel-
ligent scanning system based on ROS, including robot arm,
RGBD camera and line laser scanner. The system is designed
to scan objects with unknown model and we use high precision
calibration methods to improve the accuracy of the system.
A novel scanning trajectory planning strategy is developed,
including three steps. Firstly we plan preliminary trajectory
based on the RGBD camera data. Then the robot arm pose is
adjusted with PID controller in real time to optimize the scanning
results. Finally, according to the distribution of point cloud
density, the portion whose density is lower than the threshold will
be re-scanned. The experiment we illustrate shows the feasibility
and high accuracy of our system.

Index Terms—Automatic scanning, Hand-eye calibration, Tra-
jectory planning, Point cloud processing

I. INTRODUCTION

Laser scanning widely exists in the industrial manufacturing
field and abundant research results have been reported so
far, see for example [1]–[4]. Many companies have produced
high-precision arm laser scanners for manual scanning. These
devices are expensive, and the operators need professional
training before doing scanning tasks. With the development
of social economy, labor costs are constantly increasing.
Automatic scanning can reduce production costs and improve
production efficiency.

A common method of automatic scanning is to mount a
laser scanner on a mechanical device. By accurately measuring
the displacement of the mechanical device, the scanned data
is converted into a unified coordinate system for stitching.
S. Larsson proposed a flexible and controllable laser pro-
file scanning device, in which industrial robots are used as
translation devices [5]. But for objects with unknown model,
Larssons thinks that automatic measurement is inferior to
manual measurement, especially when measuring accuracy is

concerned. In [6], S. Yin demonstrated an integrated robotic
system, including precise linear guides and laser sensors, to
improve system efficiency and measurement accuracy. But, the
system can not adapt to different measured objects.

We believe that the key technologies for achieving real
automatic scanning including scanner and mechanical cali-
bration as well as mechanical scanning trajectory planning.
In terms of calibration, J. Li proposed a calibration method
for three-dimensional(3D) laser scanning system, in which the
Levenberg-Marquardt algorithm is used for the calibration of
the laser scanner and the robot arm to solve the rotation matrix
part [7]. But he did not mention the automatic trajectory plan-
ning of sensor scanning. Dong [8] and Francisco Vasconcelos
[9] proposed methods for extrinsic calibration of a camera and
a line laser scanner. However, these methods require a high-
precision camera, and the calibration error between the camera
and the machine affects the final scanning result. In terms
of trajectory planning, S. Y. Chen proposed a model-based
automatic positioning method for robot vision sensors [10].
Tasks included determining the optimal location of the sensor
and the shortest path through those viewpoints. In [6], the
CAD files of known objects were used as reference data, which
were transformed into 3D point cloud data to automatically
generate robot arm trajectories. This trajectory did not provide
an optimal sensor orientation but set it to a constant value,
which can only accommodate two-dimensional simple planar
conditions. These researches can only be applied to the field
of inspection and verification processes. Moreover, it is often
only possible to achieve good results for a few objects. For
objects with unknown model, it may be necessary to redesign
the algorithm.

In many cases we are unable to obtain the CAD model
of the workpiece in advance. For active 3D target recognition
and unknown object models, the system tends to be an iterative
active sensing system. This system typically performs the ac-
quisition of multiple views of the target, establishes a random



3D model of the target, and determines the position of the next
best view [10]. S. Y. Chen developed a new mathematical
model to describe the surface trend. The next best view
of the sensor pose can be decided on the partially known
model [11]. But this system lacks sufficient stability and
requires manual intervention. In [12], a complete automatic
scanning strategy for unknown objects was developed, which
was based on classifying the measured surfaces into barely
and well visible, and combined with the best view selection
algorithm. However, this method requires a large amount of
calculation, which is not conducive to real-time adjustment of
the trajectory. This produces errors between the two optimal
viewpoints.

In this article, we present a ROS-based automatic intelligent
scanning system consisting of robot arm, RGBD camera and
line laser scanner, which is for scanning objects with unknown
model. The RGBD camera is used to automatically recognize
the workpiece on the processing platform, and extract the point
cloud with low quality of the work piece. The preliminary
scanning trajectory is planned based on the results of this
rough scanning result. The line laser scanner is fixed to the end
of the robot arm. During the actual scanning process, the end
of the robot arm scans along the preliminary trajectory. The
PID controller is used to control the scanner pose in real time
to optimize the scanning results. The final scanning results will
be transformed to the robot arm coordinate system, and the
transformed data can be directly used for trajectory planning
of painting or welding operations.

II. UNIFYING COORDINATE SYSTEMS

The intelligent scanning system proposed in this paper is
shown in Fig. 1. It consists of a robot arm, a RGBD camera,
a line laser scanner and a processing platform. The flow
of the system is shown in Fig. 2. Before the use of the

Fig. 1. Hardware diagram of the automatic scanning system.

whole system, an essential step is to unify the coordinate
systems by connecting the visual sensor coordinate systems
with robot arm base coordinate system, which is called hand-
eye calibration.

Fig. 2. The flow of the automatic scanning system.

The entire system involves two hand-eye systems: an eye-to-
hand system consisting of an RGBD camera and a robot arm,
and an eye-in-hand system consisting of a line laser scanner
and a robot arm. The final accuracy of the scanned data will
be affected by the calibration accuracy, so it is necessary to
improve the hand-eye calibration accuracy.

A. Calibration of RGBD camera and robot arm

For workpieces with unknown model, RGBD camera can
be used to locate and identify them, and then the scanning
trajectory can be used to plan preliminary scanning trajectory.
The system uses Kinect V2 as the visual device to collect point
cloud information in the workspace. Kinect V2 is a common
cheap RGBD camera. Its accuracy is low, but its field of vision
is large, which meets the needs of the system. The collected
point cloud will be used for preliminary trajectory planning of
the robot arm in the base coordinate system. Therefore, eye-
to-hand calibration of the robot arm and the camera is needed
to get the transformation matrix which is used to convert the
point clouds into the base coordinate system of the robot arm.

In this system, the Kinect V2 and the base of the robot arm
are relatively fixed to form eye-to-hand system. A calibration
plate is fixed at the end of the robot arm during the calibra-
tion. The eye-to-hand calibration involves the calibration plate
coordinate system Cb, the robot base coordinate system Cr,
the robot end coordinate system Ce and the Kinect camera co-
ordinate system Ck.The homogeneous transformation matrix
from Cb to Ce is Te

b , which is difficult to measure accurately.
The homogeneous transformation matrix from Cc to Cb is
Tb

c , which can be obtained by Zhang’s calibration method
[13]. The homogeneous transformation matrix from Ce to Cr

is Tr
e, which can be obtain by getting data from the robot

arm control cabinet. The homogeneous transformation matrix
from Cc to Cr is Tr

c , which is to be determined by calibration.
The transformation relation of coordinate system satisfies the
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By measuring the corresponding data of different positions and
postures of robots, we can get simultaneous equation:
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represents the transformation relation of the coordinate system
of the calibration plate in two motions, and B represents the
transformation relation of the coordinate system of the end of
the robot arm in two motions. The solution of Tr

c converts to
the solution of AX = XB [14].

After hand-eye calibration, the point cloud is transformed
into the base coordinate system of the robot arm. The point
cloud coordinates are limited to the region of interest by using
a through filter. In this way, the background information in the
collected point cloud can be deleted, and only the point cloud
within the processing platform can be retained. In order to lo-
cate the workpiece accurately and extract the workpiece point
cloud precisely, we use random sample consensus algorithm
to extract the processing plane point cloud, so as to segment
the workpiece point cloud.

B. Calibration of line laser scanner and robot arm

The line laser scanner is fixed to the end effector of the robot
arm, which is controlled to scan along the planned trajectory.
In order to stitch the point cloud data collected by the laser
scanner, it is necessary to transform them into the same fixed
coordinate system. The robot arm base coordinate system is
chosen as the unified reference coordinate system. Therefore,
hand-eye calibration of the line laser sensor and the robot arm
is needed.

For a point in space, its coordinates in the line laser scanner
coordinate system are p. And its coordinates in the robot base
coordinate system are q. The homogeneous transformation
matrix of the line laser sensor coordinate system Cl to the
arm end joint Ce is Te

l . The homogeneous transformation
matrix of the end effector coordinate system to the robot
arm base coordinate system is Tr

e. Then there is a conversion
relationship: Tr

eT
e
lq = p.

For a fixed point in space, its coordinates q are unchanged
in the base coordinate system. Assume that Tx=Te

l , To=Tr
e.

In the two measurements, it is easy to obtain ToiTxqi=pi,
TojTxqj=pj . According to pi=pj , we can get the simulta-
neous equation

ToiTxqi=TojTxqj (3)

Expand equation(3) to obtain

RoiRxqi+Roitx+toi=RojRxqj+Rojtx+toj (4)

The calibration process is carried out in two steps.
• Assume that Ro is unchanged in the two measurements,

in other word, the robot arm has only translational
motion. Equation (4) can be resolved as

Rx (qi − qj) = −R−1
o (toi − toj) (5)

The optimal solution of Rx can be obtained by SVD
algorithm.

• Assume that Ro is changing in the two measurements,
equation (4) can be resolved as

−(Roi−Roj)tx = (toi−toj)+(RoiRxqi−RojRxqj)
(6)

The optimal solution of tx can be obtained by least
squares method.

Fig. 3. Geometric constraints of the laser projection on the sphere

In practical scanning, the cross section of the standard
sphere is scanned to ensure that the line laser scanner scans
the same point in space accurately. As shown in Fig. 3, the
laser projection on the sphere is an arc. We fit the arc by least
squares and calculate the center of the cross section. From
the geometric constraints, it can be seen that in the sensor
coordinate system, the x,z coordinates of the center of the
sphere and the center of the cross section are equal. It is easy
to know that the y-axis component of the spherical coordinate
satisfies |y| =

√
R2 − r2, and its positive or negative sign

needs to be determined according to the actual situation in
the actual measurement. In the calibration process, the ball
remains stationary in the robot base coordinate system, so the
above method indirectly ensures that the line laser scanner
scans the same point.

III. AUTOMATIC SCANNING SYSTEM

In 3D reconstruction or reverse engineering, most of the
researches are carried out in two directions: focusing on the
method of manually specifying the scanning process [5] and
focusing on finding the next best view [12]. The former has the
disadvantage of being too experienced, and the latter also has
the disadvantage that the modeling process is complicated and
cannot adapt to complex situations in real time. The overall
scanning process of the trajectory planning algorithm used
in this system is divided into three steps: the preliminary
trajectory generated by rough point cloud information, the
preliminary scanning based on follow-up control, and the
fixed-point scanning based on the partially known model.

In order to obtain point cloud data with sufficient accuracy,
the line laser scanner needs to maintain a reasonable positional



relationship with the measured object. The sensor needs to
be kept in the optimal sampling state when planning the
trajectory, so we need to make the following constraints on the
optimal measurement distance and the optimal measurement
angle of the laser scanner.

Fig. 4. Optimal measurement distance of the laser scanner.

• Optimal measurement distance d0 of the laser scanner.
According to the user manual of the laser sensor, in order
to ensure the reliability and accuracy of the data, the laser
sensor scanning has a certain range of requirements. In
this system, the optimal measurement distance is 130mm,
which is the optimal distance from the origin of the laser
sensor coordinate system to the surface of the measured
object.

• Optimal measurement angle θ0 of the laser scanner. When
the Z-axis unit vector of the laser sensor

−→
Z is parallel to

the normal vector of the surface of the measured object−→n ,
the reliability of the data is the highest [15]. Therefore,
the optimal angle of the laser sensor is 0 degrees.

A. Generation of preliminary trajectory

The Kinect can approximate information such as the size,
height, and center of mass of the object. This information can
be used to plan the preliminary trajectory. The system adopts
a layered scanning strategy, and the scanning process from
the top to the bottom can be approximated as a general plane
scanning.

1) Determination of the number of slices: The number
of slices is related to the length of the object on the slice
direction, the lateral measurement range of the sensor, and the
geometry of the object. The slice direction is determined by
the direction of the main axis of the actual scanned object point
cloud. The number of slices can be estimated by dividing the
length of the object on the slice direction by the field of view
of the sensor. When scanning, the point cloud information can
be used to re-correct the data while calculating the appropriate
number of slices.

2) Determination of single layer trajectory: Trajectory
computation based on the point cloud is actually the intersec-
tion of a set of planes and point clouds. Kinect scans back the
data information to get the point cloud data of the workpiece.
The whole process is divided into three steps:

• In the first step, one slice plane is placed along the slice
direction, and the outline of the workpiece point cloud

data on the slice is obtained. However, it is impossible
to strictly determine the points on the slice plane to form
contour lines. Therefore, before the intersection contour
is obtained, the point cloud data is divided into blocks
along the slice direction. That is, two planes are placed
at equal positions on the left and right sides of the slice
plane, and the distance is 1/2 slice thickness.

• In the second step, find the matching point pair between
the left area and the right area.

• In the third step, the intersection of the matching point
and the slice plane is found by the matching point, and
thus the slice contour is connected.

B. Preliminary scanning based on follow-up control

Fig. 5. Real-time adjustment of laser sensor scanning parameters

In order to make the laser scanning effect the best, the
optimal measurement distance and the optimal measurement
angle of the laser sensor must be met during the scanning
process. Therefore, it can be converted into a control problem
of the horizontal displacement and the angle θ of the laser
sensor in the original planned path. These two quantities are
controlled separately using a PID control algorithm.

As shown in Fig. 5, through the PID controller, the position
and orientation of the end joint of the arm at each control
cycle can be obtained, thereby controlling the laser scanner to
be within a reasonable working range.

Fig. 6. Hand-eye calibration result of the Kinect and the robot arm



C. Fixed point scanning

A rough model of the object can be obtained after the
preliminary scanning, but there are cases where the local
model is inaccurate or not collected. Through these point cloud
data, the distribution of point cloud density will be calculated.
The parts below the set threshold will be found. A fixed-point
scanning of the part is performed to ensure the accuracy of the
scanned model. It is assumed that there are n points or regions
to be scanned at this process. The reasonable viewpoints of the
laser sensor can be approximated according to the constraints
of the laser sensor. We plan a shortest path to make the laser
scanner pass through these reasonable viewpoints.

IV. EXPERIMANTAL RESULT

A. Calibration part

The calibration result of transformation matrix Tr
c is

0.9997488 −0.0120486 0.0188955 −0.2295753
−0.0195863 −0.0600595 0.9980026 −2.2819675
−0.0108897 −0.9981220 −0.0602804 0.0728615

0 0 0 1


The raw point cloud collected in Kinect V2 camera coordinate
system can be transformed into the robot base coordinate
system as shown in Fig. 6. It can be conveniently used for
further processing in the robot arm base coordinate system.
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Fig. 7. Raw data in the line laser scanner coordinate system

The raw data of the laser sensor is shown in Fig. 7. It
can be seen that all the data are in the x− z plane of the
line laser sensor coordinate system. The calibration result of
transformation matrix Te

l is
0.6900752 0.7137504 0.1198181 −0.0396042
0.703790 −0.7003962 0.1188428 0.0050568

0.1687443 0.002316 −0.9856571 0.1973421

0 0 0 1


According to the calibration result, the original data arm

transformed into the robot arm base coordinate system, as
shown in. 8. These data are the projection of the laser on the
calibration sphere, so when converted to the robot arm base
coordinate system, they will be on a sphere.

Fig. 8. Line laser scanner data transformed to the robot arm base coordinate
system

B. Scanning part

In the test scenario, there is a mouse to be scanned on the
processing platform. The raw point cloud obtained by Kinect
V2 is shown in Fig. 9. The result of segmentation of the
processing platform and the mouse is shown in Fig. 10. The
extracted mouse point cloud from the original point cloud is
shown in Fig. 11.

Fig. 9. Raw point cloud obtained by Kinect V2

Fig. 10. Result of segmentation of the processing platform and the mouse

The tarjectory planned based on the extracted point cloud
is shown in the Fig. 12. The scanning result of the mouse
shown in Fig. 13 is shown in Fig. 14. Experiments show that
the calibration methods adopted in this system can accurately
transform the point cloud collected by the Kinect and the line
laser scanner into the robot arm base coordinate system. It



can accurately locate the workpiece and plan the scanning
trajectory in the robot arm base coordinate system. The final
scanning results show that the system can be used to scan
objects with unknown model.

V. CONCLUSION
This paper presents a low-cost, high-precision intelligent

scanning system. The system combines a line laser sensor,
an RGBD camera, and a robot arm to enable automatic
scanning of unknown objects. The composition of the system
is described in detail. We also detail the calibration of the
RGBD camera and the laser sensor, and verify the accuracy
and reliability of the calibration through experiments. After
calibration, we can convert the scan results of the laser sensor
into the base coordinate system of the robot. Then, the stitch-
ing of the point cloud of the measuring object is completed.
In terms of trajectory planning, we propose an innovative
step-by-step scanning strategy. The point cloud of the RGBD
camera is used to plan the preliminary trajectory, and the PID
controller is used for real-time adjustment during scanning.
Finally, the parts of the model that need to be refined will
be scanned again. This trajectory planning strategy achieved
good results in the experiment. However, this system may have
large errors for complex objects with unknown model, and
human intervention is still needed in these cases. The future
work is mainly to enhance the adaptability and accuracy of the
scanning system and achieve automatic scanning of complex
objects.

Fig. 11. Mouse point cloud extracted from raw point cloud
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Fig. 12. Trajectory planned based on the point cloud of the mouse

REFERENCES

[1] J. P. La Torre, B. Bornemann, and N. A. Riza, “Smart optical shape
sensor using electronically controlled lens and laser line illumination
scanning,” IEEE Sensors Journal, vol. 17, no. 4, pp. 1005–1012, 2017.

Fig. 13. Mouse with unknown model

Fig. 14. Scanning result

[2] L. Thomas, L. Mili, C. A. Shaffer, and E. Thomas, “Defect detection on
hardwood logs using high resolution three-dimensional laser scan data,”
in 2004 International Conference on Image Processing, 2004. ICIP ’04.,
vol. 1, 2004, pp. 243–246 Vol. 1.

[3] J. Dong, “Line-scanning laser scattering system for fast defect inspection
of a large aperture surface,” Appl. Opt., vol. 56, no. 25, pp. 7089–7098,
Sep 2017.

[4] Z. Geng and B. Bidanda, “Review of reverse engineering systems
current state of the art,” Virtual and Physical Prototyping, vol. 12,
no. 2, pp. 161–172, 2017. [Online]. Available: https://doi.org/10.1080/
17452759.2017.1302787

[5] J. K. Sren Larsson, “Motion control and data capturing for laser scanning
with an industrial robot,” Robotics and Autonomous Systems, vol. 54,
no. 6, pp. 453–460, 2006.

[6] J. Ziegler, H. Gattringer, D. Kaserer, and A. Mller, “Automated, depth
sensor based object detection and path planning for robot-aided 3d
scanning,” 2017.

[7] J. Li, C. Ming, X. Jin, C. Yu, Z. Dai, Z. Ou, and T. Qin, “Calibration of
a multiple axes 3-d laser scanning system consisting of robot, portable
laser scanner and turntable,” Optik - International Journal for Light and
Electron Optics, vol. 122, no. 4, pp. 324–329, 2011.

[8] W. Dong and V. Isler, “A novel method for the extrinsic calibration of
a 2d laser rangefinder and a camera,” IEEE Sensors Journal, vol. PP,
no. 99, pp. 1–1, 2018.

[9] F. Vasconcelos, J. P. Barreto, and U. Nunes, “A minimal solution for the
extrinsic calibration of a camera and a laser-rangefinder,” IEEE Trans
Pattern Anal Mach Intell, vol. 34, no. 11, pp. 2097–2107, 2012.

[10] S. Y. Chen and Y. F. Li, “Automatic sensor placement for model-based
robot vision,” IEEE Transactions on Systems, Man, and Cybernetics,
Part B (Cybernetics), vol. 34, no. 1, pp. 393–408, 2004.

[11] S. Y. Chen and Y. F. Li, “Vision sensor planning for 3-d model
acquisition,” IEEE Transactions on Systems Man & Cybernetics Part
B Cybernetics A Publication of the IEEE Systems Man & Cybernetics
Society, vol. 35, no. 5, pp. 894–904, 2005.

[12] S. Khalfaoui, R. Seulin, Y. Fougerolle, and D. Fofi, “An efficient method
for fully automatic 3d digitization of unknown objects,” Computers in
Industry, vol. 64, no. 9, pp. 1152–1160, 2013.

[13] Z. Zhang, “A flexible new technique for camera calibration,” Pattern
Analysis and Machine Intelligence, IEEE Transactions on, vol. 22, pp.
1330 – 1334, 12 2000.

[14] F. C. Park and B. J. Martin, “Robot sensor calibration: solving ax=xb
on the euclidean group,” IEEE Transactions on Robotics & Automation,
vol. 10, no. 5, pp. 717–721, 2002.

[15] L. J. Ding, S. G. Dai, and P. A. Mu, “Cad-based path planning for 3d
laser scanning of complex surface,” Procedia Computer Science, vol. 92,
pp. 526–535, 2016.


